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#### Abstract

We prove NP-hardness results for determining whether quivers are mutation equivalent to quivers with given properties. Specifically, determining whether a quiver is mutation-equivalent to a quiver with exactly $k$ arrows between any two of its vertices is NP-hard. Also, determining whether a quiver is mutation equivalent to a quiver with no edges between frozen vertices is strongly NP-hard. Finally, we present a characterization of mutation classes of quivers with two mutable vertices.


## 1. Introduction

Quivers and their mutations (defined in Section 2) were introduced by Fomin and Zelevinsky in [FZ1] and [FZ2] in the context of cluster algebras. They are widely used in algebraic combinatorics (see [Kel10] for a survey or [FWZ] for an introductory book.). However, many combinatorial questions about these objects remain unresolved.

The question of whether a given quiver $Q$ is equivalent to only finitely many other quivers was addressed in [FST08], where a list of such quivers is given. Also, Fomin and Neville show in [FN23+] that there are long cycles in the graph of quivers. Recently, Fomin asked in [Fom22] for algorithmic solutions to the following questions:

1. Given quivers $Q_{1}$ and $Q_{2}$, determine whether $Q_{1}$ and $Q_{2}$ are mutation equivalent.
2. Given a quiver $Q$ and a nonnegative integer $k$, determine whether there exists a quiver $Q^{\prime} \in[Q]$ such that $Q^{\prime}$ has two vertices with exactly $k$ arrows between them.
However, Fomin also proposed that these problems may be computationally difficult or even undecidable:

> "We don't have any algorithm that would detect if two quivers are mutation equivalent or not ... of course it would be absurd if this were algorithmically undecidable - there must be an algorithm - well, who knows? Maybe not."
-Sergey Fomin, [Fom22, approx. 19:00], May 16, 2022
Formally, Fomin's problem asks whether these questions are decidable for general quivers. We approach the problem from both ends. First, we present a couple of NP-hardness results about the second of Fomin's questions. Past results such as [BFG05] have shown that certain determinants are preserved by quiver mutation. Since determinants can be computed in polynomial time, however, these results show that it is unlikely that a determinantal formula can capture everything that is going on in a quiver. Next, we will show that quivers with only two mutable vertices can only have a very limited set of equivalent quivers, and derive asymptotics of the quivers in such mutation classes.

Note that we use a slight generalization of quivers in which we do not ignore edges between frozen vertices. Such quivers have been studied in the literature (in e.g. [Pre20]).
1.1. Hardness results. We begin by stating our main results. Both concern complexity of questions related to quiver mutation equivalence, specifically Fomin's second question.

Theorem 1.1 (NP-hardness). Let $Q$ be a quiver, and let $k>1$ be an integer. The following problem is NP-hard: Determine whether there exists a quiver $Q^{\prime}$ which is mutation equivalent to $Q$ such that $Q^{\prime}$ contains two vertices with exactly $k$ arrows between them.

In the context of quivers, it is natural to be interested in strong NP-hardness. In ordinary NPhardness, the inputs to the problem are assumed to be in binary. Specifically, when there are $k$ arrows between two vertices in a quiver, this is assumed to take $\log _{2} k$ bits of input. However, the arrows in a quiver may each carry algebraic information and thus have independent meaning. When inputs

[^0]to a decision problem are given in unary instead of binary, then the corresponding notion is strong NP-hardness. Problems such as Knapsack or Subset Sum do not meet this stronger criterion. See [GJ1] for background on this topic.

Let an arrow in a quiver be icebound if it goes between two frozen vertices.
Theorem 1.2 (Strong NP-hardness). Let $Q$ be a quiver. The following problem is strongly NP-hard: Determine whether there exists a sequence of mutations which takes $Q$ to a quiver with no icebound arrows.

See Section 4.3 for implications of these results.
1.2. Asymptotic result. Let us limit the number of vertices at which we are allowed to mutate the quiver, then the set of mutation-equivalent quivers becomes quite limited. If there is only one mutable vertex, then, since mutation is an involution, there can only be two quivers in a mutation class.

Our theorem describes the mutation classes of quivers with exactly two mutable vertices. Again, since mutations are involutions, the only way to get new quivers is to alternate mutating at the two vertices.

Theorem 1.3. Let $Q$ be a quiver with exactly two mutable vertices called $C$ and $D$. Define $\alpha$ to be the number of arrows between $C$ and $D$. Then:

If $\alpha=0$, we have $|[Q]| \leq 4$.
If $\alpha=1$, we have $|[Q]| \leq 10$.
If $\alpha=2$, then in any nontrivial case the number of arrows in $\left(\mu_{D} \mu_{C}\right)^{n}(Q)$ grows linearly.
If $\alpha \geq 3$, then in any nontrivial case the number of arrows in $\left(\mu_{D} \mu_{C}\right)^{n}(Q)$ grows exponentially.
Furthermore, if $\alpha \geq 2$, let $\delta_{I, J}(n)$ be the number of arrows between vertices $I$ and $J$ in $\left(\mu_{D} \mu_{C}\right)^{n}(Q)$. For any vertex $A \neq C, D$ we have:

$$
\lim _{n \rightarrow \infty} \frac{\delta_{A, C}(n)}{\delta_{A, D}(n)}=\frac{1}{2}\left(\alpha+\sqrt{\alpha^{2}-4}\right)
$$

See 4.5 for possible extensions of this result.
1.3. Structure of the paper. We will proceed as follows. In Section 2 we begin with notation, definitions, and examples. Next we prove our theorem in Section 3. We conclude with final remarks in Section 4.

## 2. Notation, Definitions, and Examples

2.1. Basic definitions. For positive integers $n$, define $[n]$ to be the set $\{1,2, \ldots, n\}$. Also, let $\mathbb{N}$ be the set $\{0,1,2, \cdots\}$.
2.2. Quivers. A quiver is a directed multigraph with no loops or 2-cycles, the edges of which are called arrows. We will indicate multiple arrows between vertices by labeling edges with numbers. For example, the following graph is a quiver on five vertices with eight arrows:

2.3. Quiver mutation. In a quiver, we assign a subset of the vertices to be mutable; the remaining vertices are frozen. While Fomin and Zelevinsky's original definition ignored any arrows between frozen vertices, we will follow [Pre20] and allow them. To each mutable vertex in the quiver we associate an operation called mutation. For a vertex $X$, mutation at $X$, denoted by $\mu_{X}$, proceeds in the following three steps:

1. for every two step path $Y \rightarrow X \rightarrow Z$, add an arrow from $Y$ to $Z$,
2. reverse the direction of every arrow incident to $X$,
3. remove 2 -cycles one by one.

For example, applying the mutation $\mu_{B}$ will turn the quiver on the left into the quiver on the right and vice versa in the picture below:


It is easily seen that every mutation is an involution. That is, $\mu_{X}\left(\mu_{X}(Q)\right)=Q$ for every quiver $Q$ with vertex $X$. It is also easy to see that mutations at nonadjacent vertices commute. Two quivers are said to be mutation equivalent if one can be obtained from the other by a finite sequence of mutations. Mutation equivalence is an equivalence relation, so we can define the mutation class of a quiver $Q$, denoted $[Q]$, to be the equivalence class of $Q$ under this relation.

## 3. Proofs

Proof of Theorem 1.1. We reduce the problem to SUBSET Sum, which is defined as follows:

## Subset Sum

Input: $\quad X \subset \mathbb{N}$ a finite set, and $k \in \mathbb{N}$.
Decide: $\exists A \subseteq X$ such that $\sum_{a \in A} a=k$ ?
This problem is is known to be NP-hard (see e.g. [GJ2, §A3.2]). Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of positive integers, and let $k>1$ be another integer. Let $Q$ be the following quiver:


For each $i \in[n]$, let $\mu_{i}$ be $\mu_{C_{i}}$. Suppose we apply the sequence of mutations $\mu=\mu_{i_{1}} \cdots \mu_{i_{k}}$. Define $Y \subseteq[n]$ by

$$
Y=\left\{j \in[n]: \mu_{C_{j}} \text { is used an odd number of times }\right\}
$$

Then, for each $j \in[n]$ let

$$
\epsilon_{j}= \begin{cases}1 & \text { if } j \notin Y \\ -1 & \text { if } j \in Y\end{cases}
$$

An easy induction shows that $\mu(Q)$ is given by

where $y=\sum_{j \in Y} x_{j}$

That means that if $k \notin\{0,1\} \cup X$, the only way for $\mu(Q)$ to contain an arrow with weight $k$ is for $k$ to be the weight of the arrow between $B$ and $A$. That means that $k$ is present in some quiver equivalent to $Q$ if and only if $k$ is a subset-sum of $X$. The result follows from NP-hardness of SUBSET SUM.

Proof of Theorem 1.2. We use the following formulation of the 3-PARTITION problem:

## 3-PARTITION

Input: $\quad n \geq 3$, and $\mathcal{X} \subseteq\binom{[n]}{3}$.
Decide: $\quad \exists \mathcal{A} \subseteq \mathcal{X}$ such that every $i \in[n]$ is contained in exactly one $A \in \mathcal{A}$ ?
given a positive integer $n$ and a subset $\mathcal{X} \subseteq\binom{[n]}{3}$, does there exist a partition of $[n]$ into elements of $\mathcal{X}$ ? This is strongly NP-hard (see e.g. [GJ], §A3.1). Without loss of generality, we may assume that each element of $[n]$ is in at least one of the elements of $\mathcal{X}$.

Given $n$ and $X$, we construct a quiver with vertices:

$$
\underbrace{A_{1}, \ldots, A_{n}}_{\text {frozen }},\left\{B_{X}\right\}_{X \in \mathcal{X}}, \underbrace{C}_{\text {frozen }}
$$

Take the following edges:
One edge from $A_{i}$ to $B_{X}$ if $i \in X$.
One edge from $B_{X}$ to $C$ for each $X$.
One edge from $C$ to $A_{i}$ for each $i$.
The resulting quiver has this shape:


Here $\mathcal{A}$ and $\mathcal{B}$ represent the sets of vertices of the form $A_{i}$ and $B_{X}$ respectively. There is only one vertex labeled $C$. The solid arrows represent one arrow between every pair of vertices from the respective sets. And the squiggly arrow between $\mathcal{A}$ and $\mathcal{B}$ represents arrows between an $A_{i}$ and a $B_{X}$ if and only if $i \in X$.

If a partition $\mathcal{P} \subset \mathcal{X}$ exists, we can apply the mutations $\left\{\mu_{B_{P}}: P \in \mathcal{P}\right\}$ followed which will eliminate all icebound edges.

More generally, note that all mutations commute. Moreover, they are all involutions. So we need only consider the effect of using mutations at most once. In that case, we eliminate the icebound edges if and only if the mutations we use correspond to a partition of $[n]$. We have therefore reduced the problem to 3-Partition. Because 3-Partition is strong NP-hard, the result follows.

Proof of Theorem 1.3. First, we note that it suffices to prove the case where $Q$ has exactly four vertices. This is because, for any subset $Q^{\prime} \subset V(Q)$ of size 4 containing both $C$ and $D$, the action of $\mu_{C}$ and $\mu_{D}$ commutes with restriction to $Q^{\prime}$.

Let the other two vertices in $Q^{\prime}$ be $A$ and $B$. It also suffices to consider the case where $A$ and $B$ start with no arrows between them. If $C$ and $D$ have no arrows between them to start, then the statement is trivial. If $C$ and $D$ have one arrow between them, then it is an easy computation to check that $\left(\mu_{D} \mu_{C}\right)^{10} Q=Q$.

So assume there are $\alpha \geq 2$ arrows from $C$ to $D$. One possible case consists of arrows from $A$ to $C$ and from $D$ to $B$ Then we can write down the first few quivers that we get:

where $\sigma=\beta \alpha^{3}-2 \beta \alpha$ and $\tau=\beta \alpha^{4}-2 \beta \alpha^{2}-\beta \alpha^{3}+\beta$. Note that these are both positive since $\alpha \geq 2$. Consider the quivers $Q_{1}(x, y, z, w)$ and $Q_{2}(p, q, r, s)$ :


We claim that all future quivers will be of one of these two forms and thus $\beta \alpha \gamma$ is the only thing that appears on top. We can compute that

$$
\mu_{C}\left(Q_{1}(x, y, z, w)\right)=Q_{2}(x, \alpha x-y, z, \alpha z-w)
$$

so long as $\alpha x>y$ and $\alpha z>w$. Next we apply $\mu_{D}$ to find

$$
\begin{aligned}
\mu_{D}\left(\mu_{C}\left(Q_{1}(x, y, z, w)\right)\right) & =Q_{1}(\alpha(\alpha x-y)-x, \alpha x-y, \alpha(\alpha z-w)-z, \alpha z-w) \\
& :=Q_{1}\left(x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}\right)
\end{aligned}
$$

this time assuming $\alpha(\alpha x-y)>x$ and $\alpha(\alpha z-w)>w$. This is a stronger condition than the previous. Note that our conditions are equivalent to

$$
\frac{\alpha}{\alpha^{2}-1}<\min \left(\frac{x}{y}, \frac{z}{w}\right)
$$

which is satisfied by our original picture.
However, we have computed

$$
\frac{x^{\prime}}{y^{\prime}}=\frac{\alpha(\alpha x-y)-x}{\alpha x-y}=\alpha-\frac{x}{\alpha x-y}=\alpha-\frac{x / y}{\alpha(x / y)-1} .
$$

So the problem reduces to iteratively applying the function

$$
f(t)=\alpha-\frac{t}{\alpha t-1}
$$

and it is easy to see that this converges to a limit of

$$
\frac{x}{y}=t=\frac{1}{2}\left(\alpha-\sqrt{\alpha^{2}-4}\right)
$$

A similar picture holds for the other three starting positions.

## 4. Final Remarks and Open Problems

4.1. Undecidability. The paper [FN23+] does show the existence of small quivers which are nonetheless polynomially far apart with respect to mutation. Of course, undecidability is far stronger. Suppose, for example, that it is undecidable whether or not two quivers are mutation equivalent. Then, there would exist quivers $Q_{1}$ and $Q_{2}$ with $a_{1}$ and $a_{2}$ arrows respectively such that the shortest sequence of mutations taking one to the other has length

$$
\ell \geq\left(\operatorname{Tow}\left(\operatorname{Tow}\left(a_{1}+a_{2}\right)\right)\right.
$$

where $\operatorname{Tow}(k)$ is a tower of 2 's of length $k$. Put fancifully, this means there is no limit as to how far into the sky one has to go in order to show that two quivers are mutation equivalent. Note that Theorem 1.3 shows that more than two mutable vertices are needed for this to happen.
4.2. Knots and Plabic Graphs. Deep connections exist between quiver mutation equivalence and knot theory including via plabic graphs (see e.g. [GL22+], [BS], [STWZ] or [FPST22]). For knots and links, upper bounds exist for the number of Reidemeister moves needed to show equivalence.

Here is the best known bound due to [CL14]. Suppose $D_{1}$ and $D_{2}$ are diagrams of the same link or knot. Let their crossing numbers be $c_{1}$ and $c_{2}$ respectively. Then there exists a sequence of Reidemeister moves taking $D_{1}$ to $D_{2}$ of length at most

$$
\operatorname{Tow}(C)^{\left(c_{1}+c_{2}\right)} \quad \text { where } C=\left(10^{10^{6}}\right)^{\left(c_{1}+c_{2}\right)}
$$

Again, $\operatorname{Tow}(k)$ is a tower of 2 s of length $k$. It may well be the case that such a bound exists for mutation equivalence of quivers as well.
4.3. Quiver invariants. Fix a quiver $Q$ and some $k \in \mathbb{N}$. Fomin's question in the introduction asks for an algorithm to determine whether there exists a quiver $Q^{\prime} \in[Q]$ such that two vertices in $Q^{\prime}$ have exactly $k$ arrows between them.

One hope is that determinantal invariants would be able to answer these questions. Our results suggest that one should investigate the quivers used in the construction of Theorems 1.1 and 1.2.
4.4. Mutable and immutable vertices. Frozen vertices and arrows between them are essential to the proofs of Theorems 1.1 and 1.2. It would be interesting to see whether the number of frozen vertices can be reduced.
4.5. Quiver gadgets. Embedding difficult problems into quiver mutation equivalence requires the construction of quivers whose mutations can be controlled. Many questions even about simple quivers remain unanswered. In particular, one method would be to embed Hilbert's 10th problem or the Post correspondence problem into quivers (see e.g. [PS]). We are still far away from this.

To illustrate, we give a natural possible generalization of Theorem 1.3. Let $Q$ be a quiver of the following form:

$$
A \xrightarrow{x_{0}} C_{1} \xrightarrow{x_{1}} \cdots \xrightarrow{x_{k-1}} C_{k} \xrightarrow{x_{k}} B
$$

Then we conjecture that for all $Q^{\prime}$ which is mutation equivalent to $Q$, the number of arrows between $A$ and $B$ is always 0 or $x_{0} x_{1} \cdots x_{k}$. The cases $k=0$ and $k=1$ are trivial, and the case $k=2$ is proven in Theorem 1.3. However, the general case is open.

## Acknowledgments

I am grateful to Pavel Galashin and Nikita Gladkov for helpful conversations. I would especially like to thank my advisor Igor Pak for helpful comments and guidance.

## References

[ABBS08] Ibrahim Assem, Martin Blais, Thomas Brüstle, and Audrey Samson, Mutation classes of skew-symmetric $3 \times 3$-matrices, Comm. Algebra 36 (2008), no. 4, pp. 1209-1220.
[BS] Véronique Bazier-Matte and Ralf Schiffler, Knot theory and cluster algebras. Advances in Mathematics 408 (2022), part B
[BBH11] Andre Beineke, Thomas Brüstle, and Lutz Hille, Cluster-Cyclic Quivers with Three Vertices and the Markov Equation, Algebras and Representation Theory 14 (2011), no. 1 pp. 97-112.
[BFG05] Arkady Berenstein, Sergey Fomin and Andrei Zelevinsky, Cluster algebras III: Upper bounds and double Bruhat cells, Duke Math. J. 126 (2005), no. 1, pp. 1-52.
[CL14] Alexander Coward and Marc Lackenby, An upper bound on Reidemeister moves, Amer. J. Math. 136 (2014), no. 4, pp. 1023-1066.
[FST08] Anna Felikson, Michael Shapiro, and Pavel Tumarkin. Skew-symmetric cluster algebras of finite mutation type. J. Eur. Math. Soc. 14 (2008), no. 4, pp. 1135-1180.
[Fom22] Sergey Fomin, Quiver mutations, talk at Open Problems in Algebraic Combinatorics, Minneapolis (2022), slides available at https://www.samuelfhopkins.com/OPAC/files/slides/fomin.pdf, video at youtu.be/watch? $\mathrm{v}=\mathrm{bIRnb00FvlM}$, approx. 66 min .
[FN23+] Sergey Fomin and Scott Neville. Long mutation cycles, preprint (2023), 41 pp. arxiv:2304. 11505
[FPST22] Sergey Fomin, Pavlo Pylyavskyy, Eugenii Shustin, and Dylan Thurston. Morsifications and mutations. J. Lond. Math. Soc. 105 (2022), no. 4, pp. 2478-2554
[FWZ] Sergey Fomin, Lauren Williams, and Andrei Zelevinsky. Introduction to Cluster Algebras. Chapters 1-3. arxiv:1608.05735.
[FZ1] Sergey Fomin and Andrei Zelevinsky. Cluster algebras. I. Foundations. J. Amer. Math. Soc. 15 (2002), no. 2, pp. 51-89.
[FZ2] Sergey Fomin and Andrei Zelevinsky. Cluster algebras. II. Finite type classification. Invent. Math. 154 (2003), no. 1, pp. 63-121.
$[\mathrm{GL} 22+]$ Pavel Galashin and Thomas Lam. Plabic links, quivers, and skein relations, preprint (2022), arxiv:2208.01175, 44 pp.
[GJ1] Michael Garey and David Johnson, "Strong" NP-completeness results: motivation, examples, and implications, J. ACM 25 (1978), pp. 499-508.
[GJ2] Michael Garey and David Johnson. Computers and Intractability: A Guide to the Theory of NP-Completeness, W. H. Freeman and Company, San Francisco, CA, 1979, 338 pp.
[Kel10] Bernhard Keller. Cluster algebras, quiver representations and triangulated categories. In T. Holm, P. Jørgensen, \& R. Rouquier (Eds.), Triangulated Categories. Cambridge University Press, Cambridge. (2010)
[PS] Igor Pak and David Soukup. Algebraic and arithmetic properties of the cogrowth sequence of nilpotent groups, preprint (2022). arxiv:2210.09419
[Pre20] Matthew Pressland, Mutation of frozen Jacobian algebras, J. Algebra 546 (2020).
[STWZ] Vivek Shende, David Treumann, Harold Williams, and Eric Zaslow, Cluster varieties from Legendrian knots, Duke Math. J. 168 (2019), no. 15, pp. 2801-2871.


[^0]:    *Department of Mathematics, UCLA, Los Angeles, CA 90095. Email: soukup@math.ucla.edu.

