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$$
\operatorname{Prob}(\sigma) \propto \prod_{\sigma_{u} \neq \sigma_{v}} x_{\{u, v\}},
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- Boundary correlation matrix: $M=\left(m_{i j}\right)_{i, j=1}^{n}$ :

$$
m_{i j}:=\operatorname{Prob}\left(\sigma_{i}=\sigma_{j}\right)-\operatorname{Prob}\left(\sigma_{i} \neq \sigma_{j}\right) .
$$

- Star-triangle moves (preserve boundary correlations).

$$
\begin{aligned}
& A=\sqrt{\frac{(a b c+1)(a+b c)}{(b+a c)(c+a b)}} \\
& B=\sqrt{\frac{(a b c+1)(b+a c)}{(a+b c)(c+a b)}} \\
& C=\sqrt{\frac{(a b c+1)(c+a b)}{(a+b c)(b+a c)}}
\end{aligned}
$$
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- $G=$ large piece of a (e.g. square) lattice;
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$$
x_{e}=\tan \left(\theta_{e} / 2\right)
$$

## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$.



## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$. - $G$ consists of diagonals connecting black vertices.



## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$.
- $G$ consists of diagonals connecting black vertices.
- Edge weights:



## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$.
- $G$ consists of diagonals connecting black vertices.
- Edge weights:

- Z-invariance: these edge weights are invariant under star-triangle moves.



## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$.
- $G$ consists of diagonals connecting black vertices.
- Edge weights:

- $Z$-invariance: these edge weights are invariant under star-triangle moves.
- Conclusion: boundary correlation matrix $M_{R}$ depends only on the shape of the region $R$.



## Critical Z-invariant Ising model

[Bax86] R. J. Baxter. Free-fermion, checkerboard and Z-invariant lattice models in statistical mechanics. Proc. Roy. Soc. London Ser. A, 404(1826):1-33, 1986.

- Choose a rhombus tiling of a polygonal region $R$.
- $G$ consists of diagonals connecting black vertices.
- Edge weights:

- Z-invariance: these edge weights are invariant under star-triangle moves.
- Conclusion: boundary correlation matrix $M_{R}$ depends only on the shape of the region $R$.
- Formula for $M_{R}$ in terms of $R$ ?



## A formula for regular polygons

Let $R$ be a regular 2 N -gon and $m_{i j}$ be the corresponding boundary correlations.


## A formula for regular polygons

Let $R$ be a regular $2 N$-gon and $m_{i j}$ be the corresponding boundary correlations.


Theorem (G. (2020))
For $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
m_{i j}=\frac{2}{N}\left(\frac{1}{\sin ((2 d-1) \pi / 2 N)}-\frac{1}{\sin ((2 d-3) \pi / 2 N)}+\cdots \pm \frac{1}{\sin (\pi / 2 N)}\right) \mp 1 .
$$

## A formula for regular polygons

Let $R$ be a regular $2 N$-gon and $m_{i j}$ be the corresponding boundary correlations.


Theorem (G. (2020))
For $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
m_{i j}=\frac{2}{N}\left(\frac{1}{\sin ((2 d-1) \pi / 2 N)}-\frac{1}{\sin ((2 d-3) \pi / 2 N)}+\cdots \pm \frac{1}{\sin (\pi / 2 N)}\right) \mp 1 .
$$

For $1 \ll d \ll N$, this gives the Leibniz formula for $\pi$ :

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}-\cdots
$$

## Theorem (G. (2020))

If $R_{N}$ is a regular $2 N$-gon then for $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
m_{i j}=\frac{2}{N}\left(\frac{1}{\sin ((2 d-1) \pi / 2 N)}-\frac{1}{\sin ((2 d-3) \pi / 2 N)}+\cdots \pm \frac{1}{\sin (\pi / 2 N)}\right) \mp 1 .
$$

For $1 \ll d \ll N$, this gives the Leibniz formula for $\pi$ :

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}-\cdots .
$$

## Theorem (G. (2020))

If $R_{N}$ is a regular $2 N$-gon then for $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
m_{i j}=\frac{2}{N}\left(\frac{1}{\sin ((2 d-1) \pi / 2 N)}-\frac{1}{\sin ((2 d-3) \pi / 2 N)}+\cdots \pm \frac{1}{\sin (\pi / 2 N)}\right) \mp 1 .
$$

For $1 \ll d \ll N$, this gives the Leibniz formula for $\pi$ :

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}-\cdots .
$$

## Corollary (G. (2020))

When regular polygons approach the circle, the boundary correlations tend to the limit predicted by conformal field theory.

## Theorem (G. (2020))

If $R_{N}$ is a regular $2 N$-gon then for $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
m_{i j}=\frac{2}{N}\left(\frac{1}{\sin ((2 d-1) \pi / 2 N)}-\frac{1}{\sin ((2 d-3) \pi / 2 N)}+\cdots \pm \frac{1}{\sin (\pi / 2 N)}\right) \mp 1
$$

For $1 \ll d \ll N$, this gives the Leibniz formula for $\pi$ :

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\frac{1}{9}-\cdots
$$

## Corollary (G. (2020))
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## Theorem (G. (2021))

If $R$ is a regular $2 N$-gon then for $1 \leqslant i, j \leqslant N$ and $d:=|i-j|$, we have

$$
\Lambda_{i j}=\frac{\sin (\pi / N)}{N \cdot \sin ((2 d-1) \pi / 2 N) \cdot \sin ((2 d+1) \pi / 2 N)}
$$
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- Choose a rhombus tiling of a polygonal region $R$.
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- Edge weights:

- Z-invariance: these edge weights are invariant under flips (star-triangle moves).
- Conclusion: boundary correlation matrix $M_{R}$ depends only on the shape of the region $R$.
- Formula for $M_{R}$ in terms of $R$ ?
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$$
\xrightarrow{\text { Meas }} \begin{array}{ll}
\Delta_{12}=a d g & \Delta_{13}=a f g h \\
\Delta_{23}=\text { aeh } & \Delta_{24}=b e+c d
\end{array} \quad \Delta_{14}=b f g \quad \Delta_{34}=c f h \quad \in G r \geqslant 0(2,4)
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## Dimer model



$$
\begin{array}{ll}
\Delta_{12}=\operatorname{adg} & \Delta_{13}=a f g h \\
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- Taking different graphs parametrizes the whole $\mathrm{Gr}_{\geqslant 0}(k, n)$.
- Includes Ising and electrical networks as special cases.
$\phi^{\text {lsing }}:\{n \times n$ Ising boundary correlation matrices $\} \xrightarrow{\text { G.-Pylyavskyy '18 }} \operatorname{Gr}_{\geqslant 0}(n, 2 n)$;
$\phi^{\text {elec }}:\{n \times n$ electrical response matrices $\} \xrightarrow{\text { Lam '14 }} \mathrm{Gr} \geqslant 0(n+1,2 n)$.
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Main Result (G. (2021))
An explicit $\operatorname{Gr}(k, n)$ formula for the boundary measurements of the critical dimer model.
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## Thanks!



P
$\mathscr{A}(P)$

