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Semiconductor nanopillars have unique geometries that make them very promising materials for a

variety of devices. In order to improve their performance, we need to understand how they are

affected by ridge states that lie on the six corners of the nanopillar hexagon. Although the GaAs

nanopillars are primarily zinc blende (ABC), stacking faults of wurtzite (AB) stacking occur. We

use density-functional theory to study stacking faults using one-dimensional periodic geometries

that have a combination of zinc blende and wurtzite stacking. In contrast to perfect zinc blende

nanopillars, energetically favorable midgap ridge states created by stacking faults are found in

these geometries using density-functional theory. The calculated band diagrams and densities of

state help us to understand how these midgap states lead to a reduced mobility and carrier localiza-

tion. We also study how sulfur passivation affects and potentially improves the performance by

modifying the ridges. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4927923]

I. INTRODUCTION

State-of-the-art semiconductor nanopillars are an excit-

ing new topic, due to their unique properties that can be used

in a number of microelectronic applications.1–14 Nanopillars

can be grown into microarrays that can maximize surface to

volume ratio, ideal for photo-voltaic applications.2,7,8 In this

paper, we focus on GaAs nanopillars. One of the issues with

growing GaAs nanopillars is the existence of stacking

faults1,15–17 that occur during growth. Both ABC and AB

stacking exist in the nanopillars, even though the bulk ABC

(zinc blende) stacking is energetically favored versus wurt-

zite (ABAB) stacking by 0.03 eV per GaAs.18 Although

stacking faults can be controlled to a certain extent, it is diffi-

cult with current technology to grow catalyst-free nanopillars

without stacking faults, although there are a number of publi-

cations on gold-assisted vapour-liquid-solid grown nano-

wires that are entirely twin-free.11,12

There are a number of theoretical studies that have

looked at GaAs nanopillars. Cahangirov and co-worker18

have studied zinc blende and wurtzite nanopillars of different

diameters and have found that the energy of formation,

Eform, decreases with larger nanopillar diameter. Although

the wurtzite nanopillars did not have any significant midgap

states, the zinc blende nanopillars typically have a number of

midgap ridge states that could be removed by adding

pseudo-hydrogen atoms (of 0.75 or 1.25 electrons) to the

ridges formed by the corners of the nanopillar hexagon.

Rosini and co-worker19 have found that these ridge states

can be removed by ridge reconstruction for certain stackings/

orientations, where the removal of Ga and As atoms along

the ridges restores the bulk GaAs band structure. Midgap

states lead to poor carrier mobility and localization which

are crucial for device applications. Kratzer and co-workers20

have studied the effect of the edge dangling bonds to

determine whether a wurtzite or zinc blende layer is favored

near the edges. These studies have employed geometries of

about 50–400 atoms per layer that are periodic only in the

perpendicular direction. Larger radius nanopillars, closer to

the size of experiments, are difficult to study due to the atom

limit of density-functional theory (DFT). In all of these stud-

ies, the wurtzite formation energy of these small nanopillars

were found to be lower than formation energy for zinc

blende due to the lower wurtzite surface energy found in

small radius nanopillars. This is contrary to the infinite ra-

dius nanopillar where the zinc blende is more favorable.

Edge effects allow wurtzite stacking faults to occur even

though they are not energetically favorable in the bulk.

To study stacking faults theoretically, we employ geo-

metries similar to those aforementioned. Instead of the

(AB)n and (ABC)n stacking for wurtzite and zinc blende, our

challenge is to simulate a stacking fault of similarly sized

pillars. A stacking fault occurs when there is a twin in the

zinc blende stacking such as described below. We can ap-

proximate this by using a (ABCB)n or polytype stacking as

shown in Figure 1 where we highlight the stacking fault of

A-B-C-B-A.

We will use these models to study how ridge states can

be removed through chemical sulfur passivation. Recently, it

was shown that sulfur passivation (which is a common

method to passivate III–V semiconductors10,21) can improve

GaAs nanopillar solar energy conversion.2 Although there

are theoretical studies on the effect of sulfur passivation on

planar GaAs surfaces,22–24 the study of sulfur passivation for

GaAs nanopillars is lacking. We consider GaAs nanopillar

consisting of (111) and (110) surfaces, because they are pre-

dominant in catalyst-free nanopillar growth where stacking

faults play a large role.15 We note that other facets such as

the (112) surface11 also appear under different conditions.

Our previous paper23 demonstrated that the surface states

can be caused by As or Ga deficiencies on the surface, but ita)Electronic mail: ted.yu@csulb.edu

0021-8979/2015/118(5)/055703/6/$30.00 VC 2015 AIP Publishing LLC118, 055703-1

JOURNAL OF APPLIED PHYSICS 118, 055703 (2015)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

128.97.46.158 On: Mon, 19 Oct 2015 23:36:26

http://dx.doi.org/10.1063/1.4927923
http://dx.doi.org/10.1063/1.4927923
mailto:ted.yu@csulb.edu
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4927923&domain=pdf&date_stamp=2015-08-06


was found that these deficiencies are more difficult to create

on the (111) and (110) surfaces than the (100) surface.

Unlike the GaAs (100) surface, the (111) and (110) surfaces

of a GaAs nanopillar are probably defect free, as there are no

reports of sulfur passivation device enhancement effects on

the GaAs (110) and (111) surfaces in the same papers25,26

that showed native oxides were removed through passiva-

tion. In addition, our previous work23 showed that the energy

to create a defect in the GaAs (111B) and (110) surfaces is

much more energetically difficult than in the GaAs (100) sur-

face. The defect energy for the (100) surface was 0.84 eV,

while that for (110) surface was 1.77 eV and that for the

(111B) surface was 1.45 eV at intermediate chemical poten-

tials. Our work showed a model where the surface state cre-

ated by the defect on the GaAs (100) can be removed by

sulfur passivation. However, we do not believe this is the

mechanism in which sulfur passivation removes midgap

states in GaAs nanopillars, as the energy to form defects on

the (111) and (110) surfaces are too high.

II. METHOD

We use the FHI-AIMS27 code for our DFT calculations.

It is an all-electron code that uses atom centered numeric

orbitals as a basis set. For these calculations, DFT with the

Perdew-Burke-Ernzerhof (PBE)28 approximation of the

generalized gradient approximation (GGA) exchange-

correlation functional and with accurate van der Waals

(VdW) corrections29 is used. We use the predefined light ba-

sis setting, which has radial s, p, and d characters with an

overall cutoff radius of 5 Å and a Hartree potential expansion

up to l¼ 4. Using this setting with PBE þ VdW, we obtained

GaAs lattice parameters of 2.855 Å, a 1.1% deviation from

the experimental lattice parameter of 2.825 Å. For the nano-

pillars which are periodic in the z-direction, only atoms

within the center hexagon of 2.35 Å are fixed during geome-

try relaxation. Using the optimized lattice parameter, our

nanopillars were found to have band gaps ranging from 0.92

to 1.22 eV. The bulk band gap of 0.34 eV is underestimated

from the experimental value of 1.4 eV, as it has been shown

previously that PBE underestimates the band gap. The main

purpose of this calculation is to address whether a nanopillar

is metallic or semiconducting and using the computationally

more efficient PBE functional qualitatively addresses this

important issue. The size of the super cell in the x and y direc-

tions is 50 Å, compared to a maximum nanopillar diameter of

16.68 Å, in order to minimize the interaction between the

sides of the nanopillars. The periodicities in the z-direction

are: 13.28 Å for polytype and 9.96 Å for zinc blende. The

k-points are 1� 1� 3 and 1� 1� 4, respectively, and we

tested that this was sufficient to get accurate results.

III. RESULTS AND DISCUSSION

There are two hexagonal sizes studied: the smaller hexagon

has a radius of 6.49 Å and the larger hexagon has a radius of

8.34 Å. Unlike previous studies which studied both (112) and

(110) facets of nanopillars,18–20 we focus only on nanopillars

with (110) type facets as these are experimentally observed.20

To study the effects of the stacking faults, we first need to estab-

lish the model for the zinc blende nanopillar without stacking

faults to understand what changes when stacking faults are intro-

duced. Then, we will look at a polytype or (ABCB)n stacking.

For the polytype, 50% of the layers are considered wurtzite,

because any particular layer has identical layer neighbors both

above and below (either A or B). The other 50% of the layers

are considered zinc blende, because the layers above and below

any particular layer are always different. This makes the stack-

ing 50% wurtzite and 50% zinc blende.

The layers A, B, and C of the smaller (6.49 Å) hexagon

are shown in Figure 2 with three stacking sequences: one

zinc blende (zinc blende1) and two polytypes (polytype1 and

polytype2). Similarly, the layers of the larger (8.53 Å) nano-

pillars are shown in Figure 3 with zinc blende2, polytype3,

and polytype4. The different polytype cases represent differ-

ent terminations. They are both of the form ABCB, and

would be identical if the nanopillars were extended to infin-

ity along the x and y axes. They represent differences in the

way the nanopillars terminate at the corners, which form dif-

ferent unique ridges identified as P1, P2, and P3.

A. Nanopillars without stacking faults, zinc blende
(ABC)n

We first model fault-free nanopillars which are of

(ABC)n periodicity. We model two radii cases, periodic in

FIG. 2. Top panel: The atomic location of the 6.49 Å radius nanopillar per-

pendicular to the [111] z-direction. An “A” stack contains 24 atoms (or 12

GaAs), a “B” stack contains 24 atoms, and a “C” stack contains 26 atoms.

Bottom panel: The relaxed structures of the different stacking geometries

before and after ridge reconstruction. Ga and As atoms are red and white,

respectively. The zinc blende and polytype ridge atoms are highlighted in

dark blue circles, with the polytype ridges labelled P1, P2, and P3. The zinc

blende ridges are also circled. The bonding of the ridges is described in

Table II.

FIG. 1. Illustration of the polytype, (ABCB)n, as a means to simulate a wurt-

zite twin, stacking fault occurring in a zinc blende stacking, (ABCB)n.

055703-2 T. H. Yu and C. Ratsch J. Appl. Phys. 118, 055703 (2015)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

128.97.46.158 On: Mon, 19 Oct 2015 23:36:26



the [111] direction and the side walls are (110), (101), and

(011) surfaces. To measure stability, we assess the formation

energy, EF, as

EF ¼
Enanopilar

#GaAs pairs
� lGaAs; (1)

where lGaAs is the total energy of the zinc blende primitive

cell. The energy and band gaps of the nanopillars are compared

to previous calculations19 that used DFT with the Local

Density Approximation (LDA). The results are shown in

Figure 4. The unreconstructed cases are nanopillars that

include the ridge atoms as shown in Figures 2 and 3 marked in

dark blue circles. These ridge atoms are removed for the recon-

structed cases.

From the results in Table I and Figure 4, we can see that

both the band gap and energy of formation is radius depend-

ent. They both approach the bulk values as the radius

FIG. 3. Top panel: The atomic location

of the 8.53 Å radius nanopillar along

perpendicular to the [111] z-direction.

An “A” stack contains 42 atoms, a “B”

stack contains 42 atoms, and a “C”

stack contains 38 atoms. Bottom panel:

The relaxed structures of the different

stacking geometries before and after

ridge reconstruction, Ga (Red) and As

(White) atoms. The zinc blende and

polytype ridge atoms are highlighted

in dark blue circles, with the polytype

ridges labelled P1, P2, and P3. The

zinc blende ridges are also circled,

unlabelled. The bonding of the ridges

is described in Table II.

FIG. 4. Zinc blende stacking nanopillar band gap (a) and formation energy (b) as a function of the radius. (a) The calculated direct band gaps of reconstructed

nanopillars are shown for this work (PBE) and a previous work (LDA).19 The dashed line represents the calculated band gap for bulk zinc blende. (b) The for-

mation energy per GaAs pair is calculated in Equation (1). The results of this work are labelled as (PBE) and compared with previous results that are labeled

(LDA).19 The reconstructed nanopillars are semiconductors and unreconstructed nanopillars are metals (see also Table I). The reconstructed nanopillars are en-

ergetically favored (ABC)n stacking.
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increases. For all radii, we find that the formation energy is

lower for reconstructed cases than for unreconstructed cases

for pure zinc blende nanopillars. It is energetically favorable

for nanopillars of zinc blende stacking to reconstruct. This

reconstruction restores the band gap and changes the nano-

pillar from a metal to a semiconductor.

B. Nanopillars with stacking faults, polytype (ABCB)n

To emulate a stacking fault, four-layered polytype stack-

ing nanopillars are studied. The simplest polytype stacking

has a periodic stacking order of ABCB. Because of the dif-

ferences in termination of the nanopillars, there are two

types: ABAC and ACBC; note that BABC is identical to

ABAC (A and B layers are mirror images of each other).

Polytype1 and polytype4 are ABAC, while polytype2 and

polytype3 are ACBC. The ridge atoms described in Figures

1 and 2 are removed to study ridge reconstruction. Figure 5

shows how the ridge reconstruction affects the energy of for-

mation as calculated from Equation (1).

We see from Figure 5 that polytype1, polytype2, and

polytype4 are energetically unfavorable to undergo ridge

reconstruction. Since ridge reconstruction changes the zinc

blende nanopillars (without stacking faults) from a metal to

a semiconductor, we examine the direct band gaps of

unreconstructed polytype1, 2, and 4. We find that polytypes

2 and 4 are metals (Table I). Since polytype stacking emu-

lates a stacking fault occurring every four layers, this result

shows that these metal states appear when stacking faults

appear in the large frequency described by our model,

although the results also suggest that these states may

appear in smaller frequency stacking faults. Each polytype

stacking can have two different types of ridges, where three

of the six ridges are one type, while the other three have

another ridge type. We identify three ridges for the different

polytype cases, P1, P2, and P3, as shown in Figures 2 and

3, detailed in Table II. We see that only polytype3 is ener-

getically favorable to reconstruct, and it contains only P1

ridges. Examining P2 ridges, we see that all of the cases

with P2 ridges (polytype1 and polytype2) are not energeti-

cally favorable to reconstruct. Finally, the P3 ridges are

found in polytype2 and polytype4, which are not energeti-

cally favorable to reconstruct. Using this analysis, we con-

clude that P2 and P3 ridges are not favorable to reconstruct.

From Table I, we see that polytype1 and polytype3 are

semiconducting even before reconstruction. On the other

hand, polytype2 and polytype4 are metallic. Since P1 and P2

ridges are both present in polytype1, which is semiconduct-

ing, we conclude that both P1 and P2 ridges do not contain

metallic states. Since P3 ridges are present in polytype2 and

polytype4, this data suggests that the P3 ridges can cause the

metallic states in nanopillars. To see if P3 ridges cause me-

tallic states at larger separation distances, a model larger

than four layers is required to see if an isolated stacking fault

leads to energetically favorable localized electronic states in

the band gap. Table II summarizes our conclusions of the

three polytype ridge types.

C. The role of sulfur passivation

To investigate how sulfur passivates a polytype GaAs

nanopillar, we investigate where it prefers to bond to the two

ridge types where reconstruction is not favored, P2 and P3.

To simulate the reaction of sulfur on P2 and P3 ridges, we

use unreconstructed polytype1 and polytype2 (Figure 1) as

our starting point. For polytype1, because the P1 ridges are

favored for reconstruction, while the P2 ridges are not, we

removed the P1 ridge as the starting point. Then, we replace

FIG. 5. Zinc blende (ZB) and polytype (PT) stacking nanopillar formation

energies. The formation energy per GaAs pair calculated in Equation (1).

Ridge reconstruction was calculated to be energetically unfavorable for PT1,

PT2, and PT4.

TABLE I. band gap and energy data for different nanopillar stacking: zinc blende and polytype. The band gap is shown with the reconstructed band gap in pa-

renthesis. The nanopillar atomic formula is shown with the reconstructed atomic formula in parenthesis. The energy of formation per GaAs is calculated in

Equation (1). This number is repeated for the reconstructed case. The difference in unreconstructed vs. reconstructed is shown, with Zinc blende1, Zinc

blende2, and Polytype3 favoring reconstruction.

Band gap (PBE)

unreconstructed

(reconstructed) in eV

Atomic formula: unreconstructed

(reconstructed)

Unreconstructed

Eformation/GaAs

(reconstructed) in eV Difference in eV

Zinc blende1 (-A-B-C-) 0.01 (1.13) Ga37As37 (Ga31As31) 0.816 (0.807) �0.009

Zinc blende2 (-A-B-C-) 0.01 (1.08) Ga61As61 (Ga55As55) 0.626 (0.603) �0.023

Polytype1 (-A-B-A-C-) 0.77 (0.92) Ga49As49 (Ga43As43) 0.711 (0.768) þ0.056

Polytype2 (-A-C-B-C-) 0.02 (1.03) Ga50As50 (Ga37As37) 0.875 (0.904) þ0.029

Polytype3 (-A-C-B-C-) 0.98 (1.02) Ga80As80 (Ga74As74) 0.593 (0.554) �0.038

Polytype4 (-A-B-A-C-) 0.05 (1.22) Ga82As82 (Ga73As73) 0.593 (0.622) þ0.029
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ridge GaAs with S at different positions to calculate the sul-

fur substitution energy, ESS, as shown in Figure 6,

ESS ¼
Enanopillar�S þ N lGaAsð Þ � Enanopillar � 2N lSð Þ

# of ridges substituted
; (2)

where Enanopillar is the energy of nanopillars before sulfur

substitution, Enanopillar-S is the energy of nanopillars after sul-

fur substitution, N is the number of GaAs substituted on the

ridges, lGaAs and lS are the bulk energy of GaAs and sulfur,

respectively. The number of ridges substituted is three and

six, respectively, for polytype1 and polytype2. For the P2

ridge, there was only one possible substitution of GaAs for

two sulfurs, and that energy was calculated to be �1.45 eV

in favor of substitution. For the P3 ridge, there are five possi-

ble substitution configurations. The most stable was found to

have a substitution energy of �3.05 eV. All the configura-

tions are shown in Figure 6.

From Figure 6, we see that sulfur substitution is favor-

able on the ridges P2 and P3. Since the P2 ridge is already

semiconducting, sulfur substitution did not affect its proper-

ties. The PBE direct band gap changed from 0.92 eV to

0.85 eV. For the P3 ridge, replacing GaAs by two sulfurs, it

was found that replacing the As(2-fold) and Ga(2-fold) is

most favorable with an energy of �3.05 eV per ridge. This

sulfur substitution changed the metallic P3 ridge to semicon-

ducting. In Figure 7, we find that midgap states at the Fermi

level are removed in this configuration and a partial direct

bandgap of 0.70 eV is restored with an indirect band gap of

0.94 eV. Evaluating the band structure, we see that the entire

band structure gets shifted when S replaces GaAs so that the

Fermi energy moved from the bottom of the conduction

band of the non-passivated case to the middle of the band

gap of the sulfur-passivated case. Figure 7 shows the band

structure and density of states of the metallic to semiconduct-

ing transition during sulfur passivation of P3 ridges.

FIG. 6. Schematic representation of

different sulfur passivation scenarios

of P2 and P3 ridges. For P3, the forma-

tion energies show that two sulfurs

replacing just the 2-fold Ga and 2-fold

As is the energetically most favorable

substitution.

TABLE II. Description of nanopillar ridges: The ridge atom density describes the percentage of atoms that lie in the corner of the nanopillar. For the smaller

radius example, polytype2 contains ACBC stacking. Ridge atoms only occurs in C layers and not in A or B layers, which leads to a density of 50%. Polytype1

contains ABAC stacking, which leads to a density of 25% for P1 and P2. There are either two or three Ga or As neighbor atoms. The P2 and P3 ridges are

shown in Figure 5.

Ridge type Ridge atom density

Types of atoms on ridge

Metallic

Energetically

favorable to reconstruct2-fold Ga 2-fold As 3-fold Ga 3-fold As

P1 25% X X No Yes

P2 25% X X No No

P3 50% X X X X Yes No

FIG. 7. Geometry and density of State for a polytype2 nanopillar before and

after sulfur passivation of P3 ridges. Sulfur passivation is shown to remove

midgap states restoring a direct band gap, Eg,C¼ 0.70 eV, indirect band gap,

Eg,Z¼ 0.94 eV. The zero represents the Fermi energy.
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IV. CONCLUSION

DFT was used to model nanopillars with and without

stacking faults. The zinc blende nanopillars are stacking fault

free. Their ridge metallic states were found to be removed

when the ridges reconstruct in agreement with previous stud-

ies. The stacking faults were modeled with a four-layer poly-

type stacking which emulates stacking faults occurring with

large frequency. Three ridges were identified, and two of

them were found to be energetically unfavorable to recon-

struct. The P3 ridge is one of them, and it has metallic states

that cross the Fermi energy. Removal of metallic states leads

to increased mobility and less carrier localization, both cru-

cial for device applications. We found an energetically

favorable configuration for P3 ridges when sulfur substitutes

GaAs during sulfur passivation. The band structure and den-

sity of state show that sulfur passivation changes the ridge

from metallic to semiconducting. Since sulfur passivation

has been found to improve the performance of GaAs nano-

pillars, our mechanism details how sulfur may react with

GaAs nanopillars during chemical passivation when stacking

faults are isolated, while our conclusion only holds when

stacking faults occur at a frequency of one in every four

stacks.
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