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Atomic size effects in continuum modeling

C. RatscH; M. Kang, and R. E. Caflisch
Department of Mathematics, University of California, Los Angeles, California 90095-1555
(Received 10 April 2001; published 20 July 2001

Continuum modeling of many physical systems typically assumes that the spatial extent of an atom is small
compared to the quantities of interest and can therefore be neglected. We show that this is valid only asymp-
totically. For many applications of practical interest, the spatial extent of a discrete atom cannot be neglected.
We have developed a model for the description of epitaxial growth based on the levelset method, and find that
we can accurately predict quantities such as the island densities, if we implement boundary conditions in a
region with atomic width, rather than just on a line without any spatial extent. Only in the limit of very large
islands and island spacings can this be neglected.

DOI: 10.1103/PhysReVvE.64.020601 PACS nun)er81.10.A]j

Epitaxial growth and many other physical phenomena inof atoms through a boundary condition that is enforced in a
materials sciences occur on time and length scales that spoundary region of widtla, which is the lattice constant or
many orders of magnitude. For example, typical feature sizetateral size of an atom.
for many opto-electronic devices might be up to micrometers Our model is based on the levelset methdgH, which is
in size, and the typical growth time for such devices is min-2 general technique for simulating the motion of moving
utes up to hours. On the other hand, the physics that ultiboundaries. Its applicability to the description of epitaxial
mately control the morphology of an epitaxially grown de- growth has been shown elsewh¢ge-7]. Numerical details
vice occur on the atomic level, i.e., on length scales of theof the method are described in RE8]. The main component
order of A, and time scales that reflect the typical atomicof our model is that dzero thicknessboundary curve, such
vibration frequencies of approximately 15 s. as the boundary of an island, can be represented by the set

An ideal model to describe epitaxial growth would seam-¢ =0, called thelevelset of a smooth functiorp, called the
lessly link all the relevant time and length scales. Howeverlevelset functionFor a given boundary, this function evolves
such a model does not currently exist. Atomistic models ofaccording to
various degrees of sophistication resolve the atomic length
and time scales. They are therefore very valuable in under- de
standing the microscopic mechanisms during epitaxial Eﬂ’nlv‘” =0, 1)
growth. However, such models are computationally not effi-
cient enough to also describe the more mesoscopic and maghereu,, is the velocity of the moving boundary in the out-
roscopic scale. It is therefore an important task to link theward normal direction. This velocity contains all the physical
relevant information from atomistic models to more macro-information of the simulated system, and is computed by

scopic, continuum-type models, so that the strengths of eacplving the diffusion equation for the adatom concentration

approach is incorporated in a hybrid model. p(x,1)
Continuum models are typically valid only in an
asymptotic regime, so that they do not resolve the atomic ap N
scale[1,2]. The size of an atom is typically assumed to be E=F+DV2p—2H, 2

negligible, since it is small in size compared to the con-

tinuum scale. For example, boundary conditions are enforced

on a line, even though in reality the adatom concentratiorYVhereF is the deposition fluxp is the surface diffusion

has to be realized in an area that at a minimum reflects th(éonstant, gnd the Ias.t term on the right hand side is th'e rate
of nucleation of new islands on the surface. The velocity of

cal size of mierest in the model are many orders of magnihe isiand boundaries is determined by the flux of adatoms
tude larger than the atomic lattice constant. Often, howeveil,nto the island boundary, and is given by
we are interested in mesoscopic length scales where the size
of the large objects such as islands or clusters of atoms is
only 1-2(and not manyorders of magnitude larger than the , o
atomic size. The superscripts«) and (—) label the contributions from
In this Rapid Communication, we show that the discrete?P0ve and below the island boundary. _ _
size of atoms cannot be neglected in continuum-type models FOr the case of irreversible aggragation, a dirfuensist-
of epitaxial growth under typical growth conditions. We de- N9 of two atomsg is the smallest stable island, and the nucle-

scribe a formalism that allows us to include the spatial extenftion rate is

vy=a’D(n-Vp —n-Vp™). ©)

dN

—__ =D 2y 4
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In this Rapid Communication we show how the boundary

(@
P condition can be improved, and how it affects the results
\ obtained from our island dynamics levelset method. In our
(b)
a

model, we assume a boundary condition wheis set equal
to zero in a region around an island boundary that has width
a. This idea and the corresponding adatom concentration are
shown in Fig. 1b). This is a particularly good model for a
case with fast edge diffusion, where the island boundaries are
p straight. For a system with large atomic roughness along the
/ island edges one might have to choose a region with a width
5 that is larger thara. We also note that an alternative ap-
proach would be the implementation of a higher order
boundary condition along the island edges, ie5an
Y -Vp~ =0 on the terrace side ang=0 on top of the island.
However, we found that such an approach is numerically less
FIG. 1. Schematic representation of the different boundary congccurate.
ditions and the corresponding adatom concentrations as obtained \pje average the velocities along each island boundary,

from the solution of Eq(2): (a) The original boundary condition \yhich guarantees the compactness of the islands. Thus, the
that neglects the spatial extend of the atomic lattice constant; angelocity v, is now computed as

(b) the proposed implementation of the boundary condition that
reflects a region of atomic width a along the island boundaries with Da2

o L
1

AA

+F r,
. » : €

where(-) denotes the spatial average affx,t)*, and o is
the adatom capture numb@]. While the time of nucleation The integrals are along the island boundary of ledgthand
is chosen deterministically in our model according to &g,  the curve that is a distan@away from the boundary with
the position of a new nucleus is chosen with a probabilitylengthI",, and the additional term in Ed5) describes the
that is weighted with the local value gf(x,t)?, as deter- direct impingement of atoms onto the boundary region of
mined by Eq.(2). The importance of these spatial fluctua- size AA.
tions has been discussed in Rigf]. The results are then compared to an atomistic kinetic

In order to complete the model, a boundary condition forMonte Carlo(KMC) simulation of a simple cubic, solid-on-

p needs to be specified. For the case of irreversible aggregaelid model. Such a model includes the same physical pro-
tion, every atom that reaches an island boundary remains aesses as our levelset model. In particular, the two external
the island boundary. Thus, a physical meaningful boundarphysical parameters are also the diffusion condtaand the
condition isp=0 at the island boundary. Such a boundarydeposition fluxF, and we choose identical values for the
condition was implemented for the results presented in Refcomparison of the two models. Very fast edge diffusion is
[7]. This boundary condition and the corresponding solutiorincluded to ensure that the islands obtained from the simula-
of the diffusion equation are schematically shown in Fig.tions are also compa€10]. The details of the KMC simula-
1(a). tions are described in Ref7].

However, such a boundary condition implies that the ada- The results obtained for the island densities from the lev-
tom concentration is nonzero everywhere except exactly orlset method with the original and improved boundary con-
the boundary; in particular, in a region that is less than alitions and from the KMC simulations are shown in Fig. 2
lattice constana away from the boundar{cf. Fig. 1). There  for different values oD/F. The values oD/F shown here
is a fundamental difficulty associated with this: due to therepresent the range of these parameters under typical experi-
discrete lattice structure of the substrate, there can never bengental conditions. All data shown was obtained on a lattice
free adatom within one lattice spacing of the island boundof lateral size 180 a, with a numerical resolution of 512
aries. Thus, the boundary conditign=0 precisely at the gridpoints. We tested carefully that all the results shown are
island boundary is not completely accurate. converged with respect to system size and numerical resolu-

The error associated with this is small in a true continuuntion. The data represent the averages over 20—50 statistically
problem(where the island separation is very large comparedndependent simulations. The KMC data was obtainedabn
to a lattice constaht However, for typical conditions during leas) ten independent lattices of lateral size 600 a for each
epitaxial growth, the island spacing is only 1-2 orders ofvalue of D/F.
magnitude larger than the lattice constant. For example, for The island densities are decreased with the new boundary
D/F =10F, the saturated island density for irreversible aggre-condition. The reason for this is the following: gfis set to
gation is approximately 0.003, which translates into(an  zero in a boundary regiofrather then just on a lingthere is
erage distance between island centers of approximately 1& certain fraction on the substrate wherés zero. This im-
lattice constants. Thus, the boundary region of interest wherglies that(p) (the average adatom concentraji@reduced,

p should be zero is not negligible compared to the interwhich in turn reduces the nucleation rate. This can also be
island distances. seen in Fig. 3, where the averaged adatom densities are

—f n~Vp+dF+f n-Vp-dr
Iy )
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FIG. 2. Island densities as a function of coverdigemonolay-
ers obtained with the original boundary conditiqdotted lines FIG. 4. Scaling of the island size distribution obtained with the
and the improved boundary conditigsolid lineg in comparison  original boundary condition (L$) and the improved boundary
with results obtained from KMC simulatioidlashed lines Results  condition (LS,,) in comparison with results obtained from KMC
are shown for different values @/F. simulations.n is the density of islands of sizg ands,, is the

average island size. Results represent dat®fér=10° at different
shown. The difference in the island densities is largest focoverage®.
smaller value oD/F (approximately 25% foD/F=10°), o _ _ )
(less than 5% foD/F = 10°). We expect this discrepancy to OUr results alsc_> recover t_he well known scalmg_ resi]
vanish in the limitD/F—c, since in that limit the atomic N=(D/F) "%, with the scaling exponent=1/3 for irrevers-
size can be neglected compared to the average island sizelPle aggregation. In fact, on a log-log plot that spans several

The most striking result in Fig. 2 is, however, the ex- prders of magnitude, the d!ﬁerence 'between the two methods
tremely good quantitative agreement of the island densitiet$ rather small, and there is essentially no effectyon
obtained with the new boundary condition in comparison to  There is a small discrepancy in the time evolution of the
those obtained from the atomistic KMC simulations. Thisisland density between the new levelset results and the KMC

illustrates that the proper treatment of the discrete size of afesults. This discrepancy is more pronounced for smaller val-
atom in a continuum-type description can significantly im-ues ofD/F, and vanishes aB/F increases. The reason for
prove the qualitative anguantitativeagreement of the quan- this discrepancy is not fully understood. We speculate, how-
tities of interest in the physically relevant regime BfF. ~ €Ver, that it might be because of the following: In our model,
For epitaxial growth under typical growth conditions, the islands are nucleated according to E4). This implies that

discrete size of an atom cannot be neglected in a continuunislands are nucleated sequentially, and that the sequence of
nucleation events is deterministic. In an atomistic simulation,

the sequence of nucleation events is not the same. We believe
that in particular for small values @/F, temporal fluctua-
tions in the nucleation might become relevant. Several is-
lands might be nucleate@lmos} simultaneously, leading to
a faster approach of the island density to its saturation value.
This becomes less relevant for larger valueDéF, where
fewer islands are present on the surface, and where the
length of the nucleation phase decreases. We also know from
previous work 7] that what matters most ig8hereislands are
seeded, and not neccessanijien Almost all islands are
nucleated in a very short initial phase, often called the nucle-
ation phase[12], and grow in the so-called aggregation
phase. This growth is mainly determined by the distribution
= of the capture ared43-15, which are formed as a result of
0.05 0.1 0.15 02 the spatial distribution of the nuclei.
9 We also checked that not only averaged quantities such as

FIG. 3. Adatom densities as a function of coverdagemono-  the island density exhibit the correct behavior, but that in fact
layers obtained with the original boundary conditiédotted lines ~ We also properly describe the spatial correlations. We there-
and the improved boundary conditi¢solid lines in comparisonto ~ fore examined the distribution of island sizes on the surface.
results obtained from KMC simulatiorislashed lines Results are It is well established that the island size distribution scales
shown for different values db/F. according tong=0/s2 g(s/s,,) [16], wheren is the den-
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sity of islands of sizes, ® is the coverages,, is the average cal features of interest is 10—100 atomic lattice constants, the
island size, an@)(x) is a scaling function that has a unique discrete extend of a boundary region cannot be neglected.
form for the case of irreversible aggregation. In Fig. 4 theThus, any model that attempts to link models that are valid
scaling of the entire island size distribution in comparison toon different time and length scales needs to carefully evalu-
results obtained with the original model and the atomisticate the validity of approximations made, such as an approxi-
KMC simulations are shown. The results obtained with th&nation to neg|ect the size of an atom in Comparison to the
different boundary conditions are essentially indistinguish-sjze of the larger features.
able, and both agree very well with the results obtained from
the KMC simualations. The authors thank D. Goodwin, M. F. Gyure, and M.
In conclusion, we have shown that we can include thePetersen for many stimulating discussions. We acknowledge
discrete size of the atomic lattice constant in a continuumfinancial support from NSF and DARPA through Coopera-
type model that is based on partial differential equations. Outive Agreement No. DMS-9615854 as part of the Virtual
results show that for epitaxial growth, where the size of typi-Integrated PrototypingVIP) Initiative.
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